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A B S T R A C T

Certain advantages of using mountainous terrain for the installation of solar plants are well known, such as
lower temperature, higher solar irradiance present at high altitudes, and economic aspects related to the lower
cost of land. This paper highlights another one: the higher annual solar irradiation incident of single-axis N-S
trackers installed on sloping terrain, as compared to horizontal ones. After a theoretical study in which the
relevant formulas are derived, numerical simulations are presented. Then we showcase the results of a year-long
experiment in which a N-S aligned single-axis tracker prototype was used, at the location of our Department
(Gijón, Spain). The experimental results confirm the trends in the formulas and simulations. Finally, theoretical
values for the energy gain for different slopes, at locations over the northern hemisphere between latitudes of
6◦ and 60◦ are provided. These gains can reach values up to 13.5%.
1. Introduction

After the slight decline due to the COVID-19 pandemic, the global
energy demand rebounded strongly in 2021 (by 4.5%) [1]. It is also
well known how Oil companies have benefited from the worldwide
instability during 2022, which, among other causes was due to the
war in Ukraine [2]. Global warming is still one of the main dangers
to human society in the mid-term future.

The countries in the European Union (𝐸𝑈) have greatly increased
their decarbonization objectives since the Paris agreement in 2015,
and this ambition has been revalidated at the United Nations cli-
mate change conference in 2021 in Glasgow, Scotland. The updated
objectives require the use of renewable energy: solar, wind energy,
etc. Remarkably, global solar electricity production in 2020 rose by a
record 1.3 (exajoule) (20% increase), whereas wind (1.5 (exajoule))
provided the largest contribution to renewables growth [1]. In 2020,
solar capacity expanded by 127 (𝐺𝑊 ), while wind capacity grew by
111 (𝐺𝑊 ). The cumulative solar photovoltaic (𝑃𝑉 ) power generation
capacity increased from 23 (𝐺𝑊 ) in 2009 to 754 (𝐺𝑊 ) in 2020 [1].

In 2000 the World Conservation Monitoring Centre produced a
global map of mountains which defined 24 percent of the Earth’s land
surface as mountainous [3], using basic criteria such as altitude, slope,
and relief. This number gives an idea of the importance of trying to
optimize the production of renewable energy in those areas in order to
reduce their dependence on fossil fuels [4]. Mountainous areas around
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the world have some characteristics that may favor the implementation
of 𝑃𝑉 systems:

(i) Temperature effects. Photovoltaic cells are temperature sensitive,
and most of the solar energy incident on them turns into heat,
which dissipates at a certain rate, depending on the ambient
temperature. As a consequence, the module voltage decreases
with the ambient temperature, so that its efficiency is higher at
low temperatures.

(ii) Solar irradiance. At high altitudes, solar irradiance is more effec-
tive [5,6] because there is more beam irradiance and less diffuse,
so that 𝑃𝑉 systems are more efficient.

(iii) Economic aspects. The agriculture sector causes significant in-
creases in land prices, particularly in land-scarce countries in the
Middle East, Europe, Japan and Taiwan [7]. The cost of land in
the mountainous region is usually cheaper: actually, their price is
negatively correlated with the part of the parcel with a slope of
more than 15% [8].

(iv) Land use. Land used for agricultural activities has decreased due
to the investments in photovoltaic installations [9]. As moun-
tainous land is less useful for agriculture, the impact of 𝑃𝑉
installations on this will be much less.

The economic aspect and land use are two interrelated issues.
To conduct an economic study for the rentability of sloping lands
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Nomenclature

𝐴 Longitudinal tilt angle (◦)
𝐸𝐺 Energy gain (%)
𝐻𝑡 Total irradiation on a tilted surface

(Wh∕m2)
𝐼𝑏ℎ Beam irradiance on a horizontal surface

(W∕m2)
𝐼𝑑ℎ Diffuse irradiance on a horizontal surface

(W∕m2)
𝐼𝑡 Total irradiance on a tilted surface (W∕m2)
𝑛 Ordinal of the day (𝑑𝑎𝑦)
𝑛𝑆 Solar vector
𝑇 Solar time (h)
𝑇𝑅 Sunrise solar time (h)
𝑇𝑆 Sunset solar time (h)
𝛽 Tilt angle of photovoltaic module (rad)
𝛽𝐴 Rotation angle of the tracker (◦)
𝛾 Azimuth angle of photovoltaic module (◦)
𝛾𝑠 Azimuth of the Sun (◦)
𝛿 Solar declination (◦)
𝜃 Incidence angle (◦)
𝜃𝐵 Incidence angle in the backtracking mode

(◦)
𝜃𝑁𝑇 Incidence angle in the normal tracking

mode (◦)
𝜃𝑆 Incidence angle in the global reference

system (◦)
𝜃𝑡 Classical solar transversal angle relative to

a horizontal surface (◦)
𝜃𝐴𝑡 Solar transversal angle (◦)
𝜃𝑧 Zenith angle of the Sun (◦)
𝜆 Latitude angle (◦)
𝜌𝑔 Ground reflectance (dimensionless)
𝜔 Hour angle (◦)

compared to flat lands at higher latitudes, several factors need to be
considered. These factors include: (i) land cost, (ii) land productivity,
(ii) topography, (iii) climate, and (iv) access to markets. How these
factors may affect the profitability of sloping land compared to flat land
at higher latitudes will be discussed below:

(i) Land cost. In general, sloping lands are cheaper than flat lands
because they are more difficult to farm and develop. However,
the exact cost of the land will depend on its location, soil quality,
and other factors.

(ii) Land productivity. Sloping lands tend to be less productive than
flat lands because they have less soil depth and water retention
capacity [10]. There are several studies that corroborate this fact.
In olive orchards, the value of net return and benefit to cost
ratio indicated that olive production is more economical in flat
orchards [11] . Land with slopes steeper than 10% tends to have
the highest percentage of very low quality soils [12]. In addition,
the land with steep slopes can also be difficult to cultivate ef-
fectively with the large machinery typical of modern agricultural
production. However, if managed properly, sloping lands can still
be productive and can even offer some advantages over flat lands.
For example, sloping lands can be used for terracing, which can
increase the effective growing area and reduce erosion [13].

(iii) Topography. Sloping lands can be more challenging to farm than
2

flat lands because of the slope gradient and the need for terracing s
Table 1
Ratio of energy loss with respect to the dual-axis tracker.

Racking system Maximum loss of energy

Latitude < 45 (◦) Latitude > 45 (◦)

Polar-axis tracker 3.46% 4.65%
North–South aligned axis tracker 11.15% 15.88%
East-West aligned axis tracker 21.95% 19.45%
Without solar tracker, with
optimum tilt angle

27.82% 24.49%

[14]. This can increase labor costs and reduce the amount of land
that can be cultivated. In contrast, flat lands are easier to farm and
require less labor [15].

(iv) Climate. The climate of the region where the land is located can
also have a significant impact on its rentability. For example, in
colder regions, flat lands may be more suitable for agriculture
because they warm up faster in the spring and can be planted
earlier in the season [16].

(v) Access to markets. The rentability of the land will also depend on
its proximity to markets and transportation infrastructure [17]. If
the land is far from markets, transportation costs may be higher,
reducing its rentability.

It can be concluded that the profitability of sloping versus flat
land at higher latitudes will depend on site-specific circumstances. In
general, sloping lands may be less rentable than flat lands because of
their lower productivity and higher labor costs. Ultimately, the decision
of whether to invest in sloping lands or flat lands will depend on a
careful analysis of the local conditions and the goals of the investor.

However, there are obvious drawbacks associated to 𝑃𝑉 installa-
tions in mountainous lots. First of all, they need a road network [18],
and one which makes the implementation and operation and main-
tenance cost reasonable. They also may be prone to suffer greater
environmental impact, as power transmission lines are required. As an
example, landscape interventions in national parks is forbidden by Law
in the EU [19], for instance.

The usual categorization of racking systems in 𝑃𝑉 power is: dual-
xis and single-axis trackers, and no-tracking systems. Single-axis sys-
ems can be deployed with different geometries [20]: (i) horizontal axis
ith North–South alignment (named “single-axis trackers aligned with

he North–South axis”); (ii) horizontal axis with East–West alignment
named “single-axis trackers aligned with the East–West axis”) and (iii)
arallel to the Earth’s axis with North–South alignment (named “Polar
xis trackers”).

Dual-axis trackers ensure the reception of the maximum beam ir-
adiance possible at all times, and are used as the reference point
hen studying the efficiency of the other systems. Table 1 summarized

he comparison of the other systems with the dual-axis tracker in 39
ities located between 6 (◦) and 60 (◦) North latitude [20]. However,
hen studying possible deployments, there are many factors apart from
nergy efficiency to take into account [20]: initial investment cost, soil
ondition, topography, expected lifespan, energy consumption during
peration, operation and maintenance costs, wind loads...

Martin et al. [21] evaluated six large 𝑃𝑉 power plants in Spain with
ifferent racking systems for several years of operation and concluded
hat the operation and maintenance costs of dual-axis trackers are
nderestimated. Several studies [20,22] using the levelized cost of
lectricity as an indicator, have shown that single-axis trackers are
referable, and as a matter of fact, they are the most commonly de-
loyed [23]. According to a report by Wood Mackenzie company [24],
he use of dual-axis trackers is expected to grow at a faster rate than
ingle-axis trackers in the coming years. The report predicts that dual-
xis trackers will account for about 10% of the global tracker market
y 2025, up from just 1% in 2019. However, single-axis trackers will

till account for the majority of solar tracking installations in the



Applied Energy 348 (2023) 121524A. Barbón et al.
coming years, due to their lower cost and widespread use in utility-scale
projects. According to the same Wood Mackenzie report [24], single-
axis trackers are expected to account for 90% of the global tracker
market by 2025. They will be the only object of study in this paper.

From Table 1 one might conclude that the polar-axis tracker is the
best alternative to the dual-axis tracker. However, it has several well-
known drawbacks: (i) its ground coverage ratio is low, (ii) it is more
complex to install, (iii) it requires more sophisticated control systems,
and (iv) it is more sensitive to wind loads. These aspects are further
developed below:

(i) The polar-axis tracker has a low ground coverage ratio. The
ground coverage ratio (𝐺𝐶𝑅) of a solar tracking system refers to
the ratio of the total land area required to install the system, to the
area of the 𝑃𝑉 modules themselves. A lower 𝐺𝐶𝑅 is desirable, as
it means that less land is required to generate a given amount of
electricity. In the case of a polar-axis tracker, the 𝐺𝐶𝑅 is typically
lower than that of other types of solar tracking systems [25]. This
is because the 𝑃𝑉 modules are mounted on a single axis that is
oriented North–South, and they rotate around this axis to track
the Sun throughout the day. This means that the 𝑃𝑉 modules can
be spaced relatively far apart, which reduces the amount of land
required to install the system.

(ii) The polar-axis tracker is more complex to install. One reason for
this is that polar-axis trackers require a very precise alignment
with the Earth’s rotational axis, which can be difficult to achieve
during installation [23]. This typically involves using special-
ized tools and techniques to ensure that the tracker is perfectly
aligned, such as using a 𝐺𝑃𝑆 system to locate the exact position
of the North Pole.

(iii) The polar-axis tracker requires more sophisticated control systems
to adjust the position of the PV modules throughout the day.
This typically involves using sensors and software to calculate
the position of the Sun and adjust the angle of the PV nodules
accordingly [26].

(iv) The polar-axis tracker is more sensitive to wind loads. As one end
of the polar-axis tracker is much higher than the other, this type
of solar tracker is more sensitive to wind loads [27]. The higher
the tracker is, the more wind load it will experience, so in high
latitude locations this is a major drawback, which increases the
cost of the tracker. Polar-axis trackers usually have a robust and
reinforced frame, made of materials such as steel, which helps
resist deformation and damage caused by wind forces.

From Table 1 it can be also concluded that the single-axis trackers
aligned with the North–South axis is the second best alternative to
the dual-axis tracker. Notice that a single-axis tracker installed on
a sloped terrain, and aligned with the North–South axis becomes a
polar-axis tracker if the terrain slope is equal to the latitude of the
installation site [28]. Fig. 1 shows a schematic of these two types of
solar trackers. The N-S oriented single-axis tracker has a higher ground
coverage rate than the polar-axis tracker, which reduces the overall
cost of the project. In terms of installation, the N-S oriented single-
axis tracker is much less complex to install than the polar-axis tracker,
which lowers the overall cost of the project [23]. The control system
of the N-S oriented single axis tracker is less sophisticated than the
polar-axis tracker, which also reduces the overall cost of the project
[23]. Although wind loads can be an issue for any type of 𝑃𝑉 plant, as
they can be significant in some locations, the high height of the polar-
axis tracker compared to the N-S oriented single-axis tracker implies
the use of more robust and reinforced frames [23]. For these reasons,
the use of N-S oriented single-axis trackers is much more widespread
than polar-axis trackers.

Therefore, in this work we study single-axis trackers aligned with
the North–South axis on sloped terrain slopes. This allows, on one
3

hand, to take advantage of at least part of the tilt inherent to polar
Fig. 1. Schematic of a polar-axis tracker and a single-axis trackers aligned with the
North–South axis.

trackers in terms of energy received, and, on the other, to avoid the
aforementioned problems of polar trackers. If the aim were to mirror
these, the slope of the terrain should equal the latitude of the site. But
this is difficult to achieve and may even be unrealistic at some latitudes.
Our aim is to assess the efficiency of these systems when the slope of
the terrain is different (usually less) to the latitude.

We provide both experimental and theoretical results and estimates.
We first present the former, deriving general formulae for any tilt angle
𝐴 of the terrain in the North–South direction, and we carry out numer-
ical simulations. Formulas for normal tracking and backtracking can be
found in the literature for trackers placed on horizontal terrain [29,30].

Generalizing the results briefly presented in [31], general formulas
for arrays of N-S oriented trackers built on West-facing slopes have been
developed in [32]. The authors describe three backtracking strategies:
the “standard one”, which is the same as for horizontal surface; one
using the same equations but with a ground coverage ratio (GCR) dif-
ferent from the array’s true GCR (although it is not clear how to choose
the value of this adjusted GCR, and this method seems like an imperfect
solution); and a third one which is the slope-aware backtracking routine
of [33].

In [33] the authors also study the general case, giving closed-
formed equations for the true-tracking angle, the backtracking angle,
the shaded fraction and the orientation angles of single-axis trackers
on arbitrarily oriented slopes. However, there are several key technical
aspects which are missing (probably due to its being a mostly geometric
study): the maximum rotation angle of the system, the (real) possibility
of having the Sun “behind” the tracker (for instance, on the Summer
equinox, at times near the start and end of the working period), and the
effective working periods. All these problems are covered in our work,
and this is one of the distinguishing factors.

In [34], cross axis slopes (i.e. E-W slopes for tracking systems with
a N-S axis) are also studied, with three different backtracking modes
(baseline, commissioned, and SmarTrack™). The latter is an innovative
control platform by Arrays which includes backtracking optimization
for sloped terrain.

However, there is no general solution for terrain with variable,
nonuniform slopes. Several commercial packages have been presented
recently. For instance, in [35] improvements to SolarFarmer’s 3-D
tracker shading algorithm are presented. They show that SolarFarmer
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can be used to calculate tracker terrain loss (i.e. the difference be-
tween the performance of trackers on horizontal ground and that on
variable terrain). Similarly, in [36] work by Nevados Engineering is
demonstrated, which can handle multiple slopes in any direction, using
forward ray tracing and the methodology described in [33].

We then provide another study which is completely absent in the
literature: we show the results of the tests we have carried out on
a prototype of a single-axis tracker aligned with North–South located
at the Electrical Engineering Department of the University of Oviedo
(Gijón, Spain), using three pyranometers, each with a different longi-
tudinal tilt angle: 0 (◦), latitude∕2 (◦) and latitude (◦). Our research
investigation covers a whole year of measurements of monthly solar
irradiance. Finally, we study the influence of the latitude by means of
simulations for different locations around the world.

The paper is organized as follows: the solar tracking geometry is
presented in Section 2. Section 3 provides the technical aspects of a N-
S orientation single-axis tracking. The annual solar irradiation incident
on a single-axis tracker with tilted axis is presented in Section 4.
Section 5 contains several numerical simulations. Section 6 describes
the experimental setup, including the system description and the mea-
surement equipment. In Section 7 we show the experimental results
and their discussion. Section 8 covers the simulations of the influence
of the terrain slope on the performance of single-axis trackers around
the world. Finally, Section 9 summarizes the main contributions and
the conclusions of the paper.

2. Geometry of solar tracking

The orientation of the Sun with respect to a 𝑃𝑉 tracking system
throughout the day depends on three angles: the tilt angle of the
ground surface on which it is built with respect to the horizontal; the
azimuth angle of said surface; and the incidence angle 𝜃 of the solar
rays. The main studies on proper orientation of solar tracking systems
are [37,38], and [33]. However, no thorough theoretical study, with
both explicit equations and interpretation of the results for single-axis
trackers aligned with the North–South axis installed on sloped terrains
exists yet. We provide them in this section, assuming the system is in
the Northern Hemisphere.

The solar position can be determined by the solar vector 𝑛𝑆 : a unit
vector located at the center of the Earth, pointing to the Sun, which in
the global reference system (𝑆) is given by Eq. (1):

𝑛𝑆 = (sin𝜔 cos 𝛿, cos𝜔 cos 𝛿, sin 𝛿) ⋅ (𝑖, 𝑗, 𝑘) (1)

where 𝛿 is the solar declination (◦) and 𝜔 is the hour angle (◦). In the
local system of reference (𝑆′) (called also the Earth system), we have

𝑛𝑆 = (sin𝜔 cos 𝛿, cos𝜔 cos 𝛿, sin 𝛿) ⋅ (𝑖, 𝑗, 𝑘)

= (sin𝜔 cos 𝛿, cos𝜔 cos 𝛿, sin 𝛿) ⋅
⎛

⎜

⎜

⎝

1 0 0
0 sin 𝜆 cos 𝜆
0 − cos 𝜆 sin 𝜆

⎞

⎟

⎟

⎠

⋅

⎛

⎜

⎜

⎜

⎝

𝑖′

𝑗′

𝑘′

⎞

⎟

⎟

⎟

⎠

(2)

(where 𝜆 is the latitude of the location (◦)). Expanding, we obtain:

𝑛𝑆 = (sin𝜔 cos 𝛿, cos𝜔 cos 𝛿 sin 𝜆 − sin 𝛿 cos 𝜆, cos𝜔 cos 𝛿 cos 𝜆 + sin 𝛿 sin 𝜆)

⋅(𝑖′, 𝑗′, 𝑘′) (3)

In this local system of reference, the 𝑂𝑥′ axis points West, the 𝑂𝑦′ axis
points South, and the 𝑂𝑧′ axis points toward the zenith. Fig. 2 gives an
idea of all the geometric elements we shall use.

The slope of the terrain imposes some adjustments to these equa-
tions. We shall call 𝐴 the angle (◦) of the axis of the solar tracker with
respect to the horizontal (i.e. not to the terrain), and we name it the
longitudinal tilt angle. We use the convention 𝐴 > 0 when the normal
to the tracker pointing away from the Earth points South, and 𝐴 < 0
otherwise. Consider the system of reference relative to the axis of the
tracker (S′′) (𝑂𝑥′′, 𝑂𝑦′′, 𝑂𝑧′′) in Fig. 2, which is obtained by rotating
4

Fig. 2. Solar geometry used in the current study.

(𝑂𝑥′, 𝑂𝑦′, 𝑂𝑧′) around 𝑂𝑥′ by the angle 𝐴. The solar vector can be
expressed in this new system as:

𝑛𝑆 = (sin𝜔 cos 𝛿, cos𝜔 cos 𝛿 sin 𝜆 − sin 𝛿 cos 𝜆, cos𝜔 cos 𝛿 cos 𝜆 + sin 𝛿 sin 𝜆) ⋅

⋅
⎛

⎜

⎜

⎝

1 0 0
0 cos𝐴 sin𝐴
0 − sin𝐴 cos𝐴

⎞

⎟

⎟

⎠

⋅

⎛

⎜

⎜

⎜

⎝

𝑖′′

𝑗′′

𝑘′′

⎞

⎟

⎟

⎟

⎠

(4

which expands to

𝑛𝑆 = (sin𝜔 cos 𝛿, cos𝜔 cos 𝛿 sin (𝜆 − 𝐴) − sin 𝛿 cos (𝜆 − 𝐴) ,

cos𝜔 cos 𝛿 cos (𝜆 − 𝐴) + sin 𝛿 sin (𝜆 − 𝐴)) ⋅ (𝑖′′, 𝑗′′, 𝑘′′) (5)

The incident angle 𝜃, which is the angle between 𝑛𝑆 and the normal
(pointing away from the Earth) to the surface of the collector 𝑛𝑃
satisfies:

cos 𝜃 =
𝑛𝑆 ⋅ 𝑛𝑝
|𝑛𝑆 |.|𝑛𝑝|

(6)

For the sake of coherence with the classical usage, we shall denote 𝛽𝐴(◦)
the rotation angle of the tracker, which is the angle between 𝑛𝑝 and
𝑂𝑧′′, and 𝜃𝐴𝑡 the solar transversal angle (◦), which is the angle between
𝑛𝑠 and 𝑂𝑧′′. Notice that both are expressed in the system of reference
of the tracker 𝑆′′. From Eq. (5), we infer:

tan 𝜃𝐴𝑡 = sin𝜔 cos 𝛿
cos𝜔 cos 𝛿 cos (𝜆 − 𝐴) + sin 𝛿 sin (𝜆 − 𝐴)

(7)

Also, we have the following equality involving 𝛽𝐴:

𝑛𝑝 = (sin 𝛽𝐴, 0, cos 𝛽𝐴) ⋅ (𝑖′′ , 𝑗′′ , 𝑘′′ ) (8)

(see Fig. 2), and we obtain one of our main equalities:

cos 𝜃 = sin 𝛽𝐴 (sin𝜔 cos 𝛿)+cos 𝛽𝐴 (cos𝜔 cos 𝛿 cos (𝜆 − 𝐴)+sin 𝛿 sin (𝜆 − 𝐴))

(9)

In order to maximize the beam irradiance collected by the system,
the angle 𝛽𝐴 must be such that the projection of 𝑛𝑆 on a plane
perpendicular to the collector is parallel to the 𝑛𝑃 . This will be called
the optimal pointing condition, and is given by the equation:

𝛽𝐴 = 𝜃𝐴𝑡 = arctan
[

sin𝜔 cos 𝛿
cos𝜔 cos 𝛿 cos (𝜆 − 𝐴) + sin 𝛿 sin (𝜆 − 𝐴)

]

(10)

Sign convention: We shall always set 𝛽𝐴 < 0 before noon and 𝛽𝐴 > 0
after. This is just to match our calculations with the data from the
prototype.

We remark that Eq. (10) includes, as particular cases, the clásicas
formulas in [37] for North–South Horizontal (𝐴 = 0) and Polar (𝐴 = 𝜆)
systems:

(𝑖) 𝐴 = 0 ⇒ 𝛽𝐴 = 𝜃 (11)
𝑡
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(𝑖𝑖) 𝐴 = 𝜆 ⇒ 𝛽𝐴 = 𝜔

where 𝜃𝑡 is the classical solar transversal angle relative to a horizontal
surface (◦):

𝜃𝑡 = arctan(tan 𝜃𝑧 sin 𝛾𝑠) (12)

Setting:

𝐶1 = sin𝜔 cos 𝛿 (13)
𝐶2 = cos𝜔 cos 𝛿 cos (𝜆 − 𝐴) + sin 𝛿 sin (𝜆 − 𝐴)

we obtain the equalities:

cos 𝜃 = 𝐶1 sin 𝛽𝐴 + 𝐶2 cos 𝛽𝐴 (14)

tan 𝛽𝐴 =
𝐶1
𝐶2

→ 𝐶1 = 𝐶2
sin 𝛽𝐴

cos 𝛽𝐴

which allow us to eliminate 𝛽𝐴:

cos 𝜃 =
𝐶2
𝐶2

√

𝐶2
1+𝐶

2
2

=
√

𝐶2
1 + 𝐶2

2 (15)

providing the following formula for the incident angle under optimal
pointing (i.e. normal tracking):

cos 𝜃 = cos 𝛿
√

sin2 𝜔 + (cos𝜔 cos (𝜆 − 𝐴) + tan 𝛿 sin (𝜆 − 𝐴))2 (16)

As a side note, Eq. (16) includes the formulas in [37] for North–South
Horizontal (𝐴 = 0) and Polar (𝐴 = 𝜆) systems:

(𝑖) 𝐴 = 0 ⇒ cos 𝜃 =
√

cos2 𝜃𝑧 + cos2 𝛿 sin2 𝜔

(𝑖𝑖) 𝐴 = 𝜆 ⇒ cos 𝜃 = cos 𝛿

where 𝜃𝑧 is the zenith angle. In later sections, we will only use these two
angles 𝛽𝐴 and 𝜃 in the computations in the irradiance models. However,
we have included, in Appendix, the deduction of the formulas for the
tilt angle 𝛽, and the tracker and azimuth angle 𝛾 in the local system of
reference (S′). We do this for the sake of completeness and to assist the
reader in the comparison between our general formulas and those for
horizontal terrains.

3. Technical considerations for N-S oriented single-axis tracking

Recall that we are only studying North–South axis aligned single
axis trackers with East–West tracking.

3.1. Operating modes

One can distinguish three different operating modes, according to
the position of the Sun, the shadows projected by the system and
its rotational limitations. These modes are: backtracking, static, and
normal.

3.1.1. Bactracking
During low solar elevation intervals (sunrise and sunset) some 𝑃𝑉

modules may project shadows on others, depending on their rotation.
This must be avoided at all costs, and the motion achieving this is
called backtracking [39]. The tilt angle is calculated so that no module
projects a shadow on any other (namely, the next one) and the beam
irradiance is maximal under that condition.

To deduce the backtracking formulas (which is done imposing the
condition of no shading), one only needs to cut the system with a plane
transverse to the axis of the tracker (see Fig. 3).

When taking into account the terrain slope 𝐴, the backtracking
formula must take into account the solar transverse angle 𝜃𝐴𝑡 (◦) (in
the system of reference of the tracker, 𝑆′′). Thus, keeping our sign
convention, we have:

𝛽𝐴 = 𝜃𝐴 − sign(𝜔) ⋅ arccos
( 𝑒𝑡 cos 𝜃𝐴

)

(17)
5

𝐵 𝑡 𝑊 𝑡
Fig. 3. Detail of the transversal study of the installation.

Fig. 4. Influence of backtracking in Gijón.

where 𝑊 is the width (m) of the mounting system and 𝑒𝑡 (the pitch)
is the East–West distance (m) between the columns of two adjacent
mounting systems. Notice the parallelism between this formula and the
classical ones in [29] (in the absence of tilt 𝐴, the correction is made
on 𝜃𝑡).

From (9), we obtain:

cos 𝜃𝐵 = sin 𝛽𝐴𝐵 (sin𝜔 cos 𝛿) + cos 𝛽𝐴𝐵 (cos𝜔 cos 𝛿 cos (𝜆 − 𝐴) + sin 𝛿 sin (𝜆 − 𝐴))

(18)

where the subindex 𝐵 indicates ‘‘backtracking’’ mode.
One of the most relevant consequences of taking 𝐴 into account

is that there may be periods during some days when cos 𝜃𝐵 can be
negative. This fact, which is well known for static tables, never happens
for horizontal trackers, but needs to be taken into account for tilted
ones, as the system is ineffective during those periods.

Roughly speaking, when 𝐴 > 0, between day 81 and 265 (the two
equinoxes), cos 𝜃𝐵 is negative near sunrise and sunset. Fig. 4 shows
the case 𝐴 = 20 (◦) at the location in Gijón (Spain). For 𝐴 < 0 this
phenomenon takes place on the complementary dates (from the autumn
equinox to the spring one), as also Fig. 4 shows for 𝐴 = −20 (◦) at the
same location. The times when this happens need to be known when
predicting the daily irradiation, as the tracker receives no irradiation
then.

3.1.2. Static mode
Trackers have a limited rotation range, which depends on the

manufacturer but is around 𝛽max = 60𝑜 [23] (which is the value we
will consider in this study). Thus, whenever the theoretical value of
the rotation angle 𝛽𝐴 is greater than 𝛽max, one must set it to 𝛽max:

𝛽𝐴𝑀 = 𝛽max (19)

From (9), with the adequate sign convention, we obtain:

cos 𝜃𝑆 = sin
(

sign(𝜔)𝛽𝐴𝑀
)

(sin𝜔 cos 𝛿)

+ cos
(

sign(𝜔)𝛽𝐴𝑀
)

(cos𝜔 cos 𝛿 cos (𝜆 − 𝐴) + sin 𝛿 sin (𝜆 − 𝐴)) (20)

where the subindex 𝑆 is used to indicate the static mode.
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Table 2
Operating periods of the solar tracker.

Operating period Start End Tilt angle 𝛽𝐴 Incidence angle

Backtracking 𝑇𝑅 𝑇𝐵1
𝛽𝐴𝐵 cos 𝜃𝐵

Static 𝑇𝐵1
𝑇𝑀1

−𝛽𝐴𝑀 cos 𝜃𝑆
Normal tracking 𝑇𝑀1

𝑇𝑀2
𝜃𝐴𝑡 cos 𝜃𝑁𝑇

Static 𝑇𝑀2
𝑇𝐵2

𝛽𝐴𝑀 cos 𝜃𝑆
Backtracking 𝑇𝐵2

𝑇𝑆 𝛽𝐴𝐵 cos 𝜃𝐵

3.1.3. Normal tracking mode
The solar trackers under study rotate in order to maximize the

cosine of the angle of solar incidence [37]. This is achieved by matching
the rotation of the tracker to the projection of the Sun’s position onto
the plane of rotation of the tracker. This “optimal pointing” condition
determines the rotation angle 𝛽𝐴. Instead of using the formula:

𝛽𝐴 = arctan
[

sin𝜔 cos 𝛿
cos𝜔 cos 𝛿 cos (𝜆 − 𝐴) + sin 𝛿 sin (𝜆 − 𝐴)

]

(21)

one should prefer using the function arctan2, which has as range the
whole circumference (−180𝑜, 180𝑜]:

𝛽𝐴 = arctan 2 [cos𝜔 cos 𝛿 cos (𝜆 − 𝐴) + sin 𝛿 sin (𝜆 − 𝐴) , sin𝜔 cos 𝛿] (22)

When one can rotate by this 𝛽𝐴, formula (16) hold:

cos 𝜃𝑁𝑇 = cos 𝛿
√

sin2 𝜔 + (cos𝜔 cos (𝜆 − 𝐴) + tan 𝛿 sin (𝜆 − 𝐴))2 (23)

where the subindex 𝑁𝑇 denotes the normal tracking mode of opera-
tion.

3.2. Operating periods

One needs to determine the periods in which the tracker is in each
different mode of operation. This computation is not obvious, as there
are many contributing factors: the pitch 𝑒𝑡, the latitude 𝜆 of the site, the
value of 𝛽max. . . In our case, the three modes of operation (backtracking,
normal and static) are distributed in five different time ranges, as
shown in Table 2. This is the most general case; the reader must take
into account that there are in specific installations, the static mode may
not occur.

The solar times 𝑇 (h) corresponding to sunrise 𝑇𝑅(𝑛) and sunset
𝑇𝑆 (𝑛) are computed using classical formulas [37] (we call 𝑛 the day
of the year).

Eq. (22) allows finding the endpoints of the timespan [𝑇𝑀1
(𝑛), 𝑇𝑀2

(𝑛)] when 𝛽𝐴 = 𝛽max.
As regards the computation of the backtracking period, one needs

just use Fig. 2 to deduce the relations that follow. For 𝑒𝑡:

𝑒𝑡 =
𝑊

cos 𝜃𝐴𝑡
cos(𝜃𝐴𝑡 − 𝛽𝐴) (24)

For 𝑑, setting the rotating the tracker 𝛽𝐴𝑀 , we get:

𝑑 = 𝑒𝑡 −𝑊 cos 𝛽𝐴𝑀 (25)

And we also have:

𝑑 = 𝑊 tan 𝜃𝐴𝑡 sin 𝛽𝐴𝑀 (26)

from which one can compute the values of 𝜃𝐴𝑡 (and hence the endpoints
𝑇𝐵1

and 𝑇𝐵2
.

The influence of the terrain slope 𝐴 on the operating periods is
shown in Fig. 5. Notice how, for 𝐴 > 0 (◦) (see Fig. 5a, which
orresponds to 𝐴 = 20 (◦) in Gijón (Spain)), the normal tracking period
s longer during autumn, winter, and spring, whereas it is shorter in
ummer, whereas the opposite happens for 𝐴 < 0 (◦). Fig. 5b shows the
ase 𝐴 = −20 (◦) also in Gijón. This phenomenon is key to optimize the
6

fficiency of the tracking system.
3.3. Terrain slope

Theoretically, we can set the slope angle 𝐴 to any value. As we
are working in the Northern hemisphere, we consider 𝐴 > 0 when the
ormal to the ground (pointing away from the ground) points South,
nd 𝐴 < 0 otherwise. Of course, 𝐴 can only take meaningful values

from a technical point of view. We shall at least assume 𝐴 ∈ [0, 𝜆] (◦)
in order to compare with the horizontal axis tracker and the Polar one.

For values 𝐴 < 0, the value 𝐴min of the solar height −𝛼𝑠 on day 355 at
oon is relevant: if 𝐴 < 𝐴𝑚𝑖𝑛 < 0, then 𝑇𝐵1

> 12 and 𝑇𝐵2
< 12 so that the

racker should rotate suddenly from −𝛽𝐴𝑀 to 𝛽𝐴𝑀 at noon, and it would
ever work as a true tracker on the days for which those inequalities
old for 𝑇𝐵1 and 𝑇𝐵1. Equivalently, this means that cos 𝜃 < 0 around
oon on those days.

As a consequence, we shall restrict ourselves to 𝐴 ∈ [−𝐴𝑚𝑖𝑛, 𝜆].

. Daily solar irradiation incident on a single-axis tracker with
ilted axis

The theoretical aim of the motion of a solar tracker is to maximize
he daily irradiation reaching its panels, 𝐻𝑡 (𝑛) (Wh∕m2):

𝑡 (𝑛) = ∫

𝑇𝑆 (𝑛)

𝑇𝑅(𝑛)
𝐼𝑡(𝑛, 𝑇 )𝑑𝑇 (27)

here 𝐼𝑡(𝑛, 𝑇 ) is the instantaneous solar irradiance (W∕m2), 𝑛 is the day
f the year (𝑑𝑎𝑦), 𝑇 is the solar time (h), and 𝑇𝑅(𝑛), 𝑇𝑆 (𝑛) are the sunrise
nd sunset solar times (ℎ). The subindex 𝑡 is used to denote that the axis
f the tracker may be tilted.

The irradiance 𝐼𝑡 is divided into three components: beam, diffuse,
nd ground-reflected. The first one can be calculated from the geo-
etrical relations between horizontal and tilted surfaces [37], for a

lear day. Two different models (isotropic and anisotropic), are used
or estimating the diffuse component. Previous studies [40–42] have
sed Liu and Jordan’s model [43] with very good results, and this is
he model we shall use.

We stress that, assuming isotropy, the Liu-Jordan model [43] aims
o collect, in an elementary formula, two facts: (i) that the diffuse
olar irradiance reaching a surface is maximum when the surface is
arallel to the ground pointing up and minimum when it is parallel
o the ground pointing down; (ii) that the ground-reflected irradiance
eaching a surface works the opposite way. These two facts are also
ncluded in other models, as the: Hay-Davies model [44] and the Perez
odel [45]. On a different note, Mehleri et al. [46] have compared

everal isotropic ([43,47–49]) and anisotropic models ([50–56]). Their
ork shows that the most accurate results were obtained with the Liu-

ordan one [43]. Hence, it is commonly recommended for forecasting
he diffuse irradiance reaching a surface at locations throughout the
orld ([37,57,58]).

In order to take into account the terrain slope 𝐴, we must adjust the
odel. We propose the new formula, which we shall use henceforth in

his work:

𝑡(𝐴, 𝑛, 𝑇 ) = 𝐼𝑏ℎ (𝑛, 𝑇 ) ⋅ 𝑅𝑏 + 𝐼𝑑ℎ (𝑛, 𝑇 ) ⋅
(

1 + cos 𝛽𝐴

2

)

+
(

𝐼𝑏ℎ (𝑛, 𝑇 ) + 𝐼𝑑ℎ (𝑛, 𝑇 )
)

⋅ 𝜌𝑔 ⋅
(

1 − cos 𝛽𝐴

2

)

(28)

where 𝐼𝑏ℎ (𝑛, 𝑇 ) (W/m2) is the beam irradiance on a horizontal surface,
𝑅𝑏 is called beam radiation tilt factor, 𝐼𝑑ℎ (𝑛, 𝑇 ) (W∕m2) is the diffuse
irradiance on a horizontal surface, and 𝜌𝑔 is the dimensionless ground
reflectance.

The geometric factor 𝑅𝑏, the ratio of beam radiation on the tilted
surface to that on a horizontal surface at any time, can be calculated
exactly by the ratio of the cosines of incidence and zenith angles [37]:

𝑅𝑏 =
cos 𝜃 (29)

cos 𝜃𝑧
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Fig. 5. Influence of A on the operating periods in Gijón.
𝑅𝑏 is a pure geometric parameter, dependent on the horizontal tilt,
surface azimuth, declination angle and latitude.

In order to take into account the three operating periods (see
Table 2) when computing the irradiation 𝐻𝑡, we divide the operating
span [𝑇𝑅, 𝑇𝑆 ] into three intervals, being careful to use the right tilt angle
𝛽𝐴 and the corresponding cosine of the incidence angle cos 𝜃:

𝐻𝑡 (𝐴, 𝑛) = ∫

𝑇𝑆 (𝑛)

𝑇𝑅(𝑛)
𝐼𝑡(𝐴, 𝑛, 𝑇 )𝑑𝑇 (30)

4.1. Performance indicator: Energy gain

The concept of energy gain is very useful when evaluating the
influence of terrain slope on the performance of single-axis tracker
aligned with the North–South axis. Its value 𝐸𝐺𝐴 is defined as:

𝐸𝐺𝐴 =
𝐻𝐴

𝑡 −𝐻0
𝑡

𝐻0
𝑡

× 100 (31)

where 𝐻0
𝑡 (MWh∕m2) is the total solar irradiation for the installation

on flat terrain, and 𝐻𝐴
𝑡 (MWh∕m2) is the total solar irradiation for the

installation on sloping terrain. In later sections, we shall compute 𝐸𝐺𝐴
for N-S aligned single-axis trackers for the values 𝐴 = 𝜆∕4, 𝐴 = 𝜆∕2,
𝐴 = 3𝜆∕4 and 𝐴 = 𝜆.

5. Numerical simulations

In this section we present the numerical simulations correspond-
ing to the location of the experimental setup: Latitude 43◦31′22′′𝑁 ,
Longitude 05◦43′07′′𝑊 , elevation 28 (m) above sea level (Electrical
Engineering Department of the University of Oviedo (Gijón, Spain)).

We simulate the effect of the slope (always N-S) of the terrain on
various parameters, as the cos 𝜃 and the annual energy using Mathe-
matica to compute the three components of the total solar irradiance.
We have made two simulations, corresponding to:

(i) The classic Hottel and Liu and Jordan’s clear-sky models.
(ii) A cloudy-sky model. In order to take into account the me-

teorological conditions of the location, we use the method proposed
in [59], whose inputs are the monthly-averaged beam and diffuse solar
irradiation. We have used satellite-derived 𝑃𝑉 𝐺𝐼𝑆 data [60].

5.1. Influence of the terrain slope on cos 𝜃

Usually, the orientation of solar trackers is chosen considering only
the beam irradiance, so that the energy generated by the 𝑃𝑉 system
is mainly influenced by cos 𝜃. This motivates Fig. 6, which is based on
Eq. (16). It contains six different plots of the values of cos 𝜃 in Gijón
(Spain) for each day 𝑛 of the year, at all hours 𝑇 , (from sunrise to
7

sunset). Each plot corresponds to a value of the longitudinal tilt angle
𝐴, distributed between 0 (◦) and 1.25𝜆 (◦), where 𝜆 = 43 (◦) is the
latitude.

Notice how, as 𝐴 increases with 𝐴 ≤ 𝜆, the value of cos 𝜃, increase
too, and get closer to 1. The distribution is, however, far from ho-
mogeneous in 𝑛 and 𝑇 . For 𝐴 = 𝜆, we get the well-known equality
cos 𝜃 = cos 𝛿, characteristic of the polar trackers. If 𝐴 > 𝜆 increases, the
value of cos 𝜃 decreases.

In general, a positive slope 𝐴 improves the values of cos 𝜃 as long as
𝐴 ∈ [0, 𝜆], but in a highly non-linear way. Notice how the polar tracker
is optimal around noon for most of spring, autumn, and winter, but
near the summer solstice (𝑛 = 174), it is outperformed by trackers with
less tilt angle. This influences, as we show later on, the total energy
production of each tracker.

5.2. Influence of the terrain slope on annual energy

The annual absorbed energy is computed, from (27), depending on
the terrain slope 𝐴, as:

𝐻𝑎(𝐴) =
365
∑

𝑛=1
𝐻𝑡 (𝑛, 𝛽, 𝛾) (32)

We performed two simulations:
(i) A clear-sky model which comprises Hottel’s [61] for beam irra-

diance, and Liu-Jordan’s [62] for beam and diffuse. The values of 𝐻𝑎
depending on 𝐴 are plotted in Fig. 7. Notice how 𝐴 = 0 (◦) gives the
minimum value of 𝐻𝑎, and this increases with 𝐴 up to the maximum
𝐻𝑎 = 2.65199 (MWh∕m2), which in this case is attained for 𝐴 = 37.5
(◦). Remarkably, this maximum does not correspond to 𝐴 = 43.52 (◦)
(the latitude of the location, also the tilt corresponding to the polar
tracker). We hypothesize that this is mainly due to the influence of the
diffuse and reflected irradiance, as well as the already mentioned non-
linear variation of cos 𝜃 with 𝐴. In any case, for the clear-sky model the
horizontal tracker is the worst option.

(ii) A Cloudy-sky model following [59], which takes into account
the particular weather conditions of the location (see Fig. 8). The
values of 𝐻𝑎 depending on 𝐴 behave differently from the previous
case. First (and obviously), there is a remarkable decrease in absorbed
energy, as Gijón is a rather cloudy place. Secondly, the maximum value
𝐻𝑎 = 1.63111 (MWh∕m2) occurs now for 𝐴 = 40.00 (◦), which happens
to be nearer to the tilt of the polar tracker but without an obvious
explanation.

Table 3 contains the annual solar irradiation and the energy gain
with respect to the horizontal tracker, for Gijón in the cloudy-sky
model, for 𝐴 = 0, 𝜆∕2, 𝜆, which the values we have tested experimen-
tally.
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Fig. 6. Values of cos 𝜃 or the location in Gijón.
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Fig. 7. 𝐻𝑎(A)for clear sky-model.

Fig. 8. 𝐻𝑎(A) for cloudiness sky-model.

Table 3
Annual solar irradiation and energy gain.

Parameter Terrain slope (◦)

0 𝜆∕2 𝜆

Annual solar irradiation (MWh∕m2) 1.4772 1.5985 1.6298
Energy gain (%) – 8.21 10.33

Finally, Fig. 9 shows the monthly energy gain for 𝐴 = 𝜆∕2 (◦) and
𝐴 = 𝜆 (◦), and their different behavior in summer and winter. Due to
the solar declination, the polar tracker even incurs a loss around the
summer solstice, when the declination is maximum. On the other hand,
when the solar declination is minimum, the gain es greatest.

6. Experimental setup

Our tests have used a prototype of a N-S aligned single-axis tracker
with different simulated terrain slopes. We have gathered 12 full
months’ of total solar irradiance at the location of the Department
of Electrical Engineering of the University of Oviedo, in Gijón, Spain
(Latitude 43𝑜31′22′′, Longitude 05𝑜43′07′′𝑊 , elevation 28 (m) above sea
level). It comprises a structural system and the tracking system.

The structural system has three columns and purlins, and an axis
(see Fig. 10). It is covered with a surface treatment of Hot-Dip Galva-
nizing, and holds 8 𝑃𝑉 modules mounted on the purlins by clamps.

The tracking system consists of a transmission system (three spheri-
cal bearings), 𝐷𝐶 motor and drivers, and an electronic control module.
It uses a single engine, which rotates the 𝑃𝑉 modules from East to West
on a horizontal axis, following the daily motion of the Sun. Its rotation
range is ±60 (◦) with respect to the horizontal.
9

6.1. Measuring equipment

We installed three pyranometers on the tracker in order to measure
the total irradiance reaching a plane tilted with respect to the N-S axis.
Thus, they are N-S aligned and facing South.

Pyranometer 1 is mounted on the edge of the 𝑃𝑉 module and is used
to measure the beam irradiance on a horizontal plane, that is: 𝐴 = 0
(◦) Pyranometer 2 is mounted with a longitudinal tilt angle 𝐴 = 𝜆 (◦),
and Pyranometer 3 is mounted with a longitudinal tilt angle 𝐴 = 𝜆∕2
(𝑜). Fig. 11 contains the schematics. The sensors are Kipp & Zonen RT1,
with specifications summarized in Table 4.

Two additional pyranometers are required to assess the global solar
on the horizontal plane (Pyranometer 4) and the diffuse irradiance on
the horizontal plane (Pyranometer 5). The former was recorded with
a Kipp & Zonen CMP11 Secondary Standard pyranometer. The latter
with a Kipp & Zonen CMP11 Secondary Standard pyranometer and
a shadow ring. Their specifications are summarized in Table 4. The
pyranometers are periodically calibrated to ensure the traceability of
the measurements. Solar irradiance measurements were made with a 1
(s) time step and then integrated to bring them to a 1 (min) time step.

The measuring devices CMP11 and TR1, are thermopile sensors,
so that they provide indirect data with several sources of uncertainty
(see [63]). Their specifications indicate that the uncertainty levels for
daily totals are < 2%, which we is acceptable [64].

6.2. Experimental procedure

At the laboratory of the research group ‘‘Energy Conversion for
Sustainable Development’’ [65] of the Department of Electrical Engi-
neering of the University of Oviedo (in Gijón, Spain), a single tracker
system was installed and has been used as a prototype for verifying our
results. As single trackers do not have any shading issues, it does not
do any backtracking, and it has just two modes of operation: static, and
normal tracking, covering three time intervals on each single day.

The lack of backtracking in our prototype should not affect the
relevance of the experimental results: as we said above, the inclusion
of the slope 𝐴 causes two opposite effects: during a part of the year,
the normal tracking period gets longer, whereas on the complementary
days, the operating period gets shorter due to the apparition of intervals
in which the cosine of the incidence angle is negative (the Sun is
‘‘behind’’ the tracker’’). These two effects are practically equivalent and
cancel each other out, so that in the end, our values of 𝐸𝐺𝐴 are realistic.

We remark that the climate of Gijón, is temperate oceanic, with
mild, rainy winters and cool, relatively rainy summers, and high oc-
currence of clouds. The degree of cloudiness has been quantified as the
“cloudiness index” [66,67], which is the ratio between the diffuse irra-
diance and the global irradiance (so that it is less than 1), both on the
horizontal plane. It is usually divided into three intervals ranging from
0 (clear sky) to 1 (overcast) [67]: clear (0.00, 0.33), partial (0.33, 0.8) and
cloudy [0.8, 1). To ensure the correctness and reliability of our results,
the experiments were performed on all types of days, for 9 (h) each day,
from 9 ∶ 00 to 18 ∶ 00 local time.

The longitudinal tilt angles we have studied are 𝐴 = 0 (◦), 𝐴 = 𝜆∕2
(◦) and 𝐴 = 𝜆 (◦). Recall that 𝜆 = 43.52 (◦) for our experiments.

7. Experimental results and discussion

We now present our experimental results. Data collection corre-
sponds to the 12 months of 2022. All the energy gain data is relative
to the horizontal tracker (that is, 𝐴 = 0 (◦)).

Fig. 12 shows the energy gain for each month of the year, for
𝐴 = 𝜆∕2 (◦) and 𝐴 = 𝜆 (◦). Notice the remarkable similarity of the
trend of the theoretical and experimental results, and the good fit of the
simulation for both values of 𝐴. This, in our view, is a clear validation
of our theoretical model and the numerical simulations.
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Fig. 9. Comparison of monthly energy gain.
Table 4
Characteristics of the pyranometers used in the tests.

n◦ Type Specifications Azimuth Longitudinal
Kipp & Zonen angle tilt angle

1 TR1 Range: 0–2000 (W/m2)
Precision/resolution: 1 (W/m2)

0 (S facing) 0

2 TR1 Range: 0–2000 (W/m2)
Precision/resolution: 1 (W/m2)

0 (S facing) 𝜆∕2

3 TR1 Range: 0–2000 (W/m2)
Precision/resolution: 1 (W/m2)

0 (S facing) 𝜆

4 CMP11 Range: 0–4000 (W/m2)tabbr Expected
daily accuracy: < 2%

– –

5 CMP11 Range: 0–4000 (W/m2)
Expected daily accuracy: < 2%

– –
Fig. 10. Experimental setup.

We attribute the differences between the experimental and the
theoretical data to several factors:

(i) The discretization used in the motion of the tracker, which is
necessarily different to the one used to integrate the irradiance
in the simulation.

(ii) The motion of the tracker is the same for pyranometers 1, 2 and 3.
Therefore, the tracking of the Sun is not exactly the one it should
be, and the results are somewhat worse than the real ones.

(iii) The solar irradiance model [59] uses, necessarily, past data (aver-
aged for a span of 10 years) to predict what the experiment does
measure.

To provide a deeper view of the curves in Fig. 12, we have analyzed
three specific years under each of the typical daily meteorological
conditions: 3 sunny days, 1 partly cloudy day, and 3 cloudy days. We
limit ourselves to 7 days for the sake of brevity, but data is available
10
for the 365 days recorded. We have chosen days with the most stable
solar irradiance have been chosen. The results are plotted in Fig. 13,
Figs. 14 and 15. All the experimental data correspond to the year 2022.

In Fig. 13 the total solar irradiance on three sunny days, at each
time of the day, is plotted, for values of 𝐴 = 0, 𝜆∕2 and 𝜆 (◦). Fig. 13.a
corresponds to February 2, which had a cloudiness index of 0.13. The
system with 𝐴 = 𝜆 (◦) receives the most solar irradiance at practically
all times, and the one with 𝐴 = 0 (◦) receives the least. These data
match those shown in Fig. 9 for month 2.

Fig. 13.b corresponds to July 1, which had a cloudiness index of
0.10. In this case, the system with 𝐴 = 𝜆∕2 (◦) is the most performance,
overall, whereas noticeably, the one with 𝐴 = 𝜆 is the worst. These
result match those given in Fig. 9 for month 7.

Fig. 13.c corresponds to September 9, 2022, with a cloudiness index
of 0.15. In this case, the systems with 𝐴 = 𝜆 (◦) and 𝐴 = 𝜆∕2 (◦) are
practically indistinguishable, whereas the one with 𝐴 = 0 (𝑜) is clearly
worse. These results match those given in Fig. 9 for month 9.

We can thus assert that for sunny days, our experimental results
validate our theoretical and numerical models.

Fig. 14 shows the total solar irradiance on three specific cloudy
days, with terrain slopes 𝐴 = 0 (◦), 𝐴 = 𝜆∕2 (◦), and 𝐴 = 𝜆 (◦).

Specifically, we chose July 22 (Fig. 14.a), which had a cloudiness
index of 0.88, August 30 (Fig. 14.b), with cloudiness index of 0.92, and
December 9 (Fig. 14.c), with 0.98. The profiles of the solar irradiance
received by the system are very similar. We claim this is due to the
predominance of the diffuse component of the irradiance, and the low
beam component, so that the tracking has no influence on the total
irradiation received. It is well-known that on these days, the optimal
position of the tracker is the one maximizing the diffuse component.

As regards partly cloudy days, we have just chosen August 18, with
a cloudiness index of 0.38 to illustrate our results, shown in Fig. 15.
The profiles of the three curves are similar during the cloudy period
and the differ in the way Fig. 9 indicates for month 8, during the rest

of the day.
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Fig. 11. Schematic diagram.
Fig. 12. Comparison of monthly energy gain.
8. Simulated estimations for locations around the world

In this section, we simulate our method for different locations
around the northern hemisphere. We have developed Mathematica
code to carry out the computations for each component of the solar
irradiance. The beam and diffuse components have been calculated
with the method proposed in [59], whose inputs are the monthly-
averaged beam and diffuse solar irradiation. These data have been
obtained from satellite-derived 𝑃𝑉 𝐺𝐼𝑆 data [60] for the each location.
Each site belongs to a different climatic area and its latitude is different
enough to allow for meaningful comparison. We study 10 locations
covering from 6 (◦) to 60 (◦) North latitude, with a step of 6 (◦),
approximately. Table 5 summarizes their geographic characteristics.
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Using Eq. (27), the annual energy is calculated as a function of
the variation of the terrain slope, while also considering the effects of
the different weather conditions. Table 5 contains the values of annual
solar irradiation for each value of 𝜆. Notice how 𝐴 = 0 (◦) corresponds,
consistently, to the least value. Generally (but not always), increasing
the terrain slope corresponds to an increase in the annual energy up
to 𝐴 = 3𝜆∕4 (◦). Between 𝐴 = 3𝜆∕4 (◦) and 𝐴 = 𝜆 (◦), the total
energy increases up to 𝜆 ≃ 30 (◦) (Cairo), and then the value decreases
consistently (see Table 6).

Fig. 16 shows of annual energy gain in the locations under study.

Fig. 16 suggests the following inferences (energy gains are with
respect to the baseline 𝐴 = 0 (◦)).
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Fig. 13. Comparison of total solar irradiance on sunny days.
Table 5
Locations under study.

Locations Latitude Longitude Altitude

1 Medellin (Colombia) 06◦14′38′′𝑁 75◦34′04′′𝑊 1469 (m)
2 Bangkok (Thailand) 13◦45′14′′𝑁 100◦29′34′′𝐸 9 (m)
3 Morelia (Mexico) 19◦42′10′′𝑁 101◦11′24′′𝑊 1921 (m)
4 Karachi (Pakistan) 24◦52′01′′𝑁 67◦01′51′′𝐸 14 (m)
5 Cairo (Egypt) 30◦29′24′′𝑁 31◦14′38′′𝑊 41 (m)
6 Almeria (Spain) 36◦50′07′′𝑁 02◦24′08′′𝑊 22 (m)
7 Toronto (Canada) 43◦39′14′′𝑁 79◦23′13′′𝑊 106 (m)
8 Wien (Austria) 48◦15′00′′𝑁 16◦21′00′′𝐸 203 (m)
9 Hamburg (Germany) 53◦33′00′′𝑁 10◦00′03′′𝐸 19 (m)
10 Helsinki (Finland) 60◦10′10′′𝑁 24◦56′07′′𝐸 23 (m)

(i) An increase in terrain slope, up to 𝐴 = 3𝜆∕4 (◦) increases the
energy generated, an effect which is most pronounced as latitude
increases. For 𝜆 ≤ 30 (◦), this is also true for 𝐴 = 𝜆 (◦).

(ii) Energy gains range from 0.08% (low latitude) to 13.50% (high
latitude).

(iii) For small 𝜆 (Medellin) the maximum energy gain is only 0.19%.
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Table 6
Annual solar irradiation (MWh/m2).

Location Terrain slope (◦)

0 𝜆∕4 𝜆∕2 3𝜆∕4 𝜆

Medellin (Colombia) 2.1371 2.1390 2.1403 2.1411 2.1412
Bangkok (Thailand) 2.1543 2.1673 2.1773 2.1841 2.1878
Morelia (Mexico) 2.6730 2.7069 2.7324 2.7491 2.7568
Karachi (Pakistan) 2.5858 2.6381 2.6771 2.7023 2.7131
Cairo (Egypt) 2.7169 2.7847 2.8309 2.8542 2.8540
Almeria (Spain) 2.4907 2.5872 2.6537 2.6873 2.6866
Toronto (Canada) 1.6220 1.6939 1.7430 1.7664 1.7627
Wien (Austria) 1.4977 1.5752 1.6279 1.6520 1.6457
Hamburg (Germany) 1.3021 1.3860 1.4432 1.4684 1.4595
Helsinki (Finland) 1.1919 1.2770 1.3328 1.3529 1.3349

(iv) Up to 𝜆 = 30 (◦), corresponding to Cairo, energy gains are
consistently larger for larger 𝐴.

(v) For latitudes above Cairo, the maximum energy gain is obtained
for 𝐴 = 3𝜆∕4 (◦).
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Fig. 14. Comparison of total solar irradiance on cloudy days.
Fig. 15. Comparison of total solar irradiance on a partly cloudy day.
In our study, the impact of the slope for low-latitude locations is
small, as it should, because we take 𝐴 between 0 and the latitude 𝜆.
Even more, at these latitudes, the Sun altitude is greater, which reduces
the effect of the slope (due to the maximum of the cosine function at
13
0). On the contrary, at higher latitudes, the lower Sun altitude gets
compensated remarkably more and more (𝐴 between 0 and 𝜆) due
to the non-linear positive effect of the slope of the terrain, and the
derivative of the cosine function being nonzero away from 0.
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Fig. 16. Annual energy gain at each location.
Fig. 17 shows the data corresponding to the monthly energy gain
with respect to the horizontal tracker at each location.

Notice how, at higher latitudes, the energy gain in the months
with negative solar declination is much higher. However, losses are at
most 10% in the months with positive declination. For lower latitudes,
the differences are much less. In Medellin, for instance, the maximum
energy gain is less than 3%, and the minimum is −2.5%. This shows
how the slope of the terrain is much more relevant at higher latitudes,
as is logical.

9. Conclusions and future perspectives

In this work the formulas governing the motion of a single-axis
solar tracker on sloped terrains are verified. A field experiment design
and setup are described to evaluate the influence of the terrain slope
on the irradiance received by such a system, by measuring the hourly
solar irradiance received by the tracker on horizontal terrain, and on
slopes equal to the latitude and mid-latitude. The first one is taken as
baseline. Data has been produced daily during the whole year 2022.
Experimental and numerical results have been compared, by means of
the energy gain, so as to estimate the influence of terrain slope on
the performance. Finally, simulations at 10 locations in the northern
hemisphere are carried out and analyzed. The main conclusions are:

(i) Monthly energy gain varies throughout the year, depending mai-
nly on the solar declination. Consistently, there is an inverse
correlation between solar declination and energy gain, both in the
experimental data, and for all the simulated slopes and locations.

(ii) The previous assertion holds also for sunny days.
(iii) In general, increasing the slope (up to the latitude) increases the

energy gain, and the effect is stronger at highest latitudes. There
is, however, a maximum for the slope equal to 3∕4 the latitude,
after which the gain decreases at latitudes greater than 30 (◦).

(iv) The percentage of the energy gains due to the slope, with respect
to the horizontal tracker, ranges from 0.08% (low latitude) to
13.50% (high latitude). In Medellin (lowest latitude), the energy
gain is at most 0.19%, whereas in Helsinki (highest latitude), the
energy gain reaches 13.50%.

Given that wind farms are often located in regions that are difficult
to access, with steep slopes, we believe that this work can be continued
with a joint study of wind farms and solar plants in mountainous
regions. The significant cost of construction of the road network and
the electric transmission lines would in this case be shared between
the two power plants, favoring their economic profitability.
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Appendix. Computation of the tilt angle

The tilt angle 𝛽, which is the angle between the axis of the collector
surface and the normal to the horizontal plane is given, in the local
system (S′), by:

cos 𝛽 = 𝑛𝑝 ⋅ 𝑘
′ (33)

As 𝑛𝑝 has the following expression in the local system:

𝑛𝑝 = (sin 𝛽𝐴, 0, cos 𝛽𝐴) ⋅ (𝑖′′ , 𝑗′′ , 𝑘′′ ) (34)

= (sin 𝛽𝐴, 0, cos 𝛽𝐴) ⋅
⎛

⎜

⎜

⎝

1 0 0
0 cos𝐴 − sin𝐴
0 sin𝐴 cos𝐴

⎞

⎟

⎟

⎠

⋅

⎛

⎜

⎜

⎜

⎝

𝑖′

𝑗′

𝑘′

⎞

⎟

⎟

⎟

⎠

𝑛𝑝 = (sin 𝛽𝐴, cos 𝛽𝐴 sin𝐴, cos 𝛽𝐴 cos𝐴).(𝑖′, 𝑗′, 𝑘′)

We obtain:

cos 𝛽 = 𝑛𝑝 ⋅ 𝑘
′ = cos 𝛽𝐴 cos𝐴 (35a)

And using the equalities:

cos 𝛽𝐴 =
𝐶2

√

𝐶2
1 + 𝐶2

2

; cos 𝜃𝑖 =
√

𝐶2
1 + 𝐶2

2 (36)

We get the following formula for 𝛽:

𝛽 = sign(𝜔) ⋅ arccos
[

cos𝐴
cos𝜔 cos 𝛿 cos (𝜆 − 𝐴) + sin 𝛿 sin (𝜆 − 𝐴)

cos 𝜃𝑖

]

(37)

Sign convention: 𝛽 < 0 before noon and 𝛽 > 0 after.
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Fig. 17. Monthly energy gain for the locations under study.
Eq. (37) includes the N-S Horizontal (𝐴 = 0) and Polar (𝐴 = 𝜆) cases
in [37]:

(𝑖) 𝐴 = 0 ⇒ 𝛽 = arctan[tan 𝜃𝑧 sin 𝛾𝑠]

(𝑖𝑖) 𝐴 = 𝜆 ⇒ 𝛽 = arccos [cos 𝜆 cos𝜔]

where 𝜃𝑧 is the zenith angle of the Sun, and 𝛾𝑆 the azimuth of the Sun.

2. Computation of the azimuth angle

The azimuth 𝛾 of the collector surface is the angle between the
projection 𝑣 of 𝑛𝑃 on the horizontal plane and 𝑂𝑦′ in the local system
(𝑆′). The latter is given by:

𝑛𝑝 = (sin 𝛽𝐴, cos 𝛽𝐴 sin𝐴, cos 𝛽𝐴 cos𝐴).(𝑖′, 𝑗′, 𝑘′) (38)

So that:

�̄� = (sin 𝛽𝐴, cos 𝛽𝐴 sin𝐴, 0).(𝑖′, 𝑗′, 𝑘′) (39)
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As a consequence:

cos 𝛾 =
�̄� ⋅ 𝑗′

|�̄�|
=

cos 𝛽𝐴 sin𝐴
√

sin2 𝛽𝐴 + cos2 𝛽𝐴 sin2 𝐴
= sin𝐴

√

tan2 𝛽𝐴 + sin2 𝐴
(40)

Which gives:

𝛾 = sign(𝜔)⋅arccos

⎡

⎢

⎢

⎢

⎣

sin𝐴 (cos𝜔 cos 𝛿 cos (𝜆 − 𝐴) + sin 𝛿 sin (𝜆 − 𝐴))

cos 𝛿
√

sin2 𝜔 + sin2 𝐴(cos𝜔 cos (𝜆 − 𝐴) + tan 𝛿 sin (𝜆 − 𝐴))2

⎤

⎥

⎥

⎥

⎦

(41)

Sign convention: 𝛾 < 0 before noon and 𝛾 > 0 after.
Again, the formula above includes the N-S Horizontal (𝐴 = 0) and

Polar (𝐴 = 𝜆) cases [37]:

(𝑖) 𝐴 = 0 ⇒ 𝛾 =
{

90◦ si 𝛾𝑠 > 0◦
◦ ◦
−90 si 𝛾𝑠 ≤ 0
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R

(𝑖𝑖) 𝐴 = 𝜆 ⇒ 𝛾 = arccos 1
√

1 + tan2 𝜔
sin2 𝜆
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